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Abstract

Inter-sentence pauses are silences occurring between sen-
tences in a paragraph or dialogue. They are an important as-
pect of long-form speech prosody, as they can affect the natu-
ralness and effectiveness of communication. When evaluating
the output of long-form speech synthesis systems, it is crucial
to understand the sensitivity of commonly used tests to varia-
tions in inter-sentence pause durations, as this sensitivity im-
pacts the usefulness of such evaluations. However, perception
of inter-sentence pauses in long-form speech synthesis is not
well understood. Previous work often evaluates pause mod-
elling in conjunction with other prosodic features making it
hard to explicitly study how differences in inter-sentence pause
lengths are perceived. To fill this gap, we investigate the sensi-
tivity of subjective listening tests to changes to the durations
of inter-sentence pauses in long-form speech, by comparing
ground truth audio samples with renditions that have manipu-
lated pause durations. Using multiple datasets to cover a vari-
ety of domains, we find that listening tests are not sensitive to
variations in pause lengths unless these deviate from the norm
exceedingly. Our evaluation experiments in this study can be
considered preliminary work, the findings of which will have
implications for evaluation experiments run on actual synthe-
sized long-form speech.
Index Terms: Speech synthesis evaluation, TTS

1. Introduction
The nature of read and spontaneous speech is such that speak-
ers incorporate contextual pauses to aid the comprehension of
the message being conveyed. Inter-sentence pauses in particu-
lar can be used to signal a change in topic or tone, draw atten-
tion to a key point, create anticipation for what comes next, or
project confidence and clarity [1, 2]. As such, pause modelling
in long-form speech synthesis has garnered research attention,
given the hypothesis that a fully human-like implementation of
contextual inter-sentence pausing — in addition to other tempo-
ral aspects of speech such as syllable prolongations and overall
timing structure — will lead to more fluent, natural, and intelli-
gible sounding speech [2, 3].

While some of the approaches modelling inter-sentence
pauses have led to sophisticated algorithms and techniques, the
extent to which end-users appreciate these efforts remains un-
clear. Previous work often tackles the pause modelling problem
in tandem with other prosodic properties of long-form speech
- such as rhythm, stress, tone, and intonation - making it dif-
ficult to assess the contribution of pause modelling approaches
on the naturalness of the synthesised speech [4, 5, 6]. More so,
these approaches are often compared against baselines that use
blanket inter-sentence pauses (e.g. 200ms) [7, 8, 9, 10]. While

intuitive, the results of our experiments in this work challenge
the definitiveness of the outcomes of such setups.

In this paper, we seek to understand how altering inter-
sentence pause durations in long-form speech affects the results
of subjective listening tests. We restrict our investigation to lis-
tening tests designed to evaluate text-to-speech systems, and as
such we do not attempt to make psycholinguistic claims about
listener perception of inter-sentence pause durations generally.
Rather, we are interested in the degree to which subjective lis-
tening tests are sensitive to inter-sentence pause durations, to
understand whether explicitly modelling inter-sentence pauses
can be expected to lead to improved perceived quality the way it
is currently measured, or if other evaluation protocols must be
developed. Using a mix of proprietary and publicly-available
datasets of spontaneous and read speech, we ask raters to state
their preference between ground truth audio samples (i.e. as
recorded by the speaker) and the same samples that have ma-
nipulated inter-sentence pause lengths. Note that apart from the
altered inter-sentence pauses, the audio samples are identical,
allowing us to isolate the effects of varying the pause lengths.
We focus on these pause types because of their well-studied ef-
fects on speech perception in the literature [11, 12, 13, 14].

As our experiments involve raters assessing recorded
speech with manipulated inter-sentence pause lengths, the work
presented in this study can be regarded as preliminary. The in-
sights gained from this research will contribute to understand-
ing the potential utility of similar evaluations when applied to
actual synthesized long-form speech.

Our experiments show that, on average, speech samples
with manipulated inter-sentence pause lengths are not perceived
as less appropriate unless substantial deviations from ground
truth pause lengths occur. This finding has a bearing on where
to allocate future modelling efforts, as the effect of any inter-
sentence pause modelling efforts might go unnoticed in subjec-
tive evaluations. We hypothesize that our results are due to two
primary factors affecting speech synthesis evaluation: sparsity
and limited ecological validity. First, if the phenomena of in-
terest occur or affect perceived quality infrequently, they are
unlikely to be detected using test sets constructed using sim-
ple random sampling. This issue is exacerbated by the fact that
simply adapting traditional evaluation setups to longer speech
samples requires much more content to be rated for the same
amount of statistical power, meaning that simply increasing test
set size or number of ratings may not be practical. Second,
ecological validity – the extent to which results obtained in lab
studies are applicable in ”real world” contexts – may be worse
in long-form. This could be due to the subtlety of the phenom-
ena being investigated (intelligibility is not a concern) or stim-
ulus length; it is a less engaging task and real users engaged in
longer listening sessions may notice issues that don’t show up
in listening tests.



2. Related work
We discuss work related to two aspects of the current study: the
perception of pauses, and the evaluation of speech.

2.1. The Perception of Pauses

Reich [11] finds that the location of pauses within sentences in-
fluences the listener’s ability to recall the salient parts of the
sentence. Lass [12] makes a related observation, noting that
intra- and inter-sentence pauses affect the perception of oral
reading rates. More recently, Fors [13] uncovers the signifi-
cance of pauses in conversation, finding that pauses matter in
conversational turn-taking and turn-yielding. Similarly, Roberts
and Francis [15] find that pauses at or beyond 600 milliseconds
tend to have communicative meaning in social contexts, claim-
ing that such pauses are considered too long for speech plan-
ning and production. Perhaps closest to our work is Smith [14],
who finds that listeners prefer read speech with ground truth
inter-sentence pauses to read speech with pauses manipulated
to be the average duration from the corpus. Smith, however,
also manipulates the speaking rate, making the contribution of
inter-sentence pauses to this finding unclear.

Unlike our work, the studies mentioned above either inves-
tigate both intra- and inter-sentence pauses simultaneously, or
modify other time-related parameters of speech alongside inter-
sentence pauses. This implies that their findings are not at-
tributable to inter-sentence pauses alone.

2.2. The Limitations of Subjective TTS Evaluation

Chiang et al [16] present an example of the limitations of speech
evaluation, pointing to ranking inconsistencies in the results of
ten mean opinions score (MOS) evaluations of three TTS mod-
els. Specifically, they find that variances in factors such as
the qualification and location of raters, instructions provided to
raters, and even the choice of crowdsourcing platform all have
a bearing on the outcomes of subjective TTS evaluation. In a
similar vein, Clark et al [17] find that the presentation of the au-
dio samples influences how they are rated. For example, when
a sentence is evaluated on its own without any context, the av-
erage rating it receives from raters can significantly differ from
the rating it gets when the same sentence is heard along with
some context. Thus, while the context itself might not require a
rating, it still influences the perception of the sentence. Cambre
et al [18] use a novel evaluation approach to assess a variety of
synthesized and human voices for long-form synthesis. They
conclude that while TTS voices are on par with human voices,
no voice is superior to the rest across the dimensions evaluated.
The implication of this is that, ultimately, the perceived quality
of a TTS system depends on the context in which the system
will be used. Unfortunately, these nuances are difficult to ex-
press in standard A/B and MOS tests. Recent work [19, 20]
demonstrates cases in which systems achieve the same or simi-
lar MOS, but are distinguishable when targeted evaluation pro-
tocols are used, indicating that traditional modes of evaluation
such as MOS or preference tests may not be sensitive enough
for certain aspects of speech.

Unlike the work mentioned in this section, we focus on
inter-sentence pauses only, and the sensitivity of comparative
listening tests when used to compare stimuli that differ only
in terms of pause length. The aim is to contribute insights re-
garding the usefulness of such evaluations when applied to TTS
systems that model these pauses.

3. Evaluation Setup
To allow for the possibility that inter-sentence pause lengths
are perceived differently depending on the type of speech, we
use multiple datasets in our experiments, covering a variety of
styles such as news, audio books (LibriTTS) and telephone con-
versations (CALLHOME). See §3.2 for more details. For each
dataset, raters are presented with two versions of the same au-
dio stimulus in random order: one with ground truth pauses and
one with manipulated inter-sentence pauses. Raters are asked
to state which stimulus they prefer in a forced choice task.

3.1. Evaluation Conditions

We evaluate the following four conditions.

1. Groundtruth vs. Short Pauses: In this setting we inves-
tigate inter-sentence pauses at the low end of the pause
length distribution. As 0-length pauses can lead to sud-
den jolts and artifacts, we define a short pause as being
5ms in length across all datasets.

2. Groundtruth vs. Average Pauses: In this condition, we
consider pauses that are near the mean of all pauses in
the dataset. As it is common to concatenate the outputs
of sentence-level speech synthesis systems with same-
length pauses of a default length (e.g. 200ms), this con-
dition helps us understand how a human’s inherent inter-
sentence pausing behaviour compares with real world
practice.

3. Groundtruth vs. Long Pauses: In this setting we in-
vestigate if listeners are sensitive to speech with inter-
sentence pauses at the upper end of the pause length dis-
tribution.

4. Groundtruth vs. Inverse Pauses: Here, we replace
ground truth pauses that are greater than the dataset-
average with a short pause, and pauses shorter than
the dataset-average with a long pause (both as defined
above). This setup is aimed at being the most noticeable
to listeners.

With the exception of inverse pauses, all conditions feature
blanket pauses. I.e., we concatenate the ground truth speech
with pauses of identical length between all segments.

We note that the final phoneme of the initial sentence and
the first phoneme of the follow-on sentence may have a tiny
portion of silence aligned to them, so some pauses may end up
being slightly longer than specified above. As this is only a
matter of a small number of frames, it is unlikely to affect any
results.

3.1.1. Long pauses

As noted above, we allow for the possibility of pause lengths be-
ing perceived differently depending on the type of speech they
occur in. Therefore, we use different values across different
datasets because each dataset has its own distribution of pause
lengths. For example, a 100ms pause in a conversation might
be perceived differently from a pause with the same length in a
read news story. We explicitly aim to push the extremes of these
pause lengths, both short and long, in an effort to determine the
sensitivity at extreme ends of the pause distribution.

Given our corpora, we choose values that balance our at-
tempt to substantively deviate from typical durations while still
remaining within the scope of natural speech. We define long
pauses as pauses greater than 99.5% of pauses in a dataset, ex-
cept when specified differently (see §3.2).



Table 1: Pause values used for each condition evaluated in our experiments across all datasets in our collection.

Dataset Short pause (ms) Average pause (ms) Long pause (ms)

LibriTTS 5 370 1,000
CALLHOME 5 700 2,500

News Data 5 200 700

3.1.2. The Style Preference Question

For each comparison pair, we ask raters to choose the sample
they prefer as a style of speech, where the style of speech is
based on the dataset the samples are from. For CALLHOME,
the raters are asked Which side sounds better as a telephone
conversation? For LibriTTS and News Data, the intended styles
are “an audiobook narrator” and “a news reader reading the
start of a news article” respectively. The difference in questions
is intended to gauge how well each sample fits the implicit hu-
man expectation of speech in the target style and context, while
not explicitly asking about the pauses in order to avoid bias.

3.1.3. Audio Sample Generation

We collect 1,000 ratings for each evaluation condition by ob-
taining at most 200 samples from each dataset. Each sample
features speech from one speaker spanning 3 to 5 sentences. We
use 3 to 5 sentences in an attempt to strike a balance between
rater fatigue and accurately replicating the experience of an ex-
tended listening session, which would typically be far longer
particularly for news articles and audiobooks.

3.2. Data

We utilise publicly available spontaneous and read speech
datasets, plus a proprietary news dataset, to ensure compre-
hensive coverage across various speaking styles and domains.
Each dataset contains recordings from multiple speakers. As
the datasets are generated at different times, by different enti-
ties, differences occur between them that have an impact on our
experiments. Table 1 contains relevant descriptive properties of
each dataset. We describe the details of each dataset below.

3.2.1. LibriTTS

LibriTTS is a large-scale multi-speaker corpus of English
speech and text that contains 585 hours of speech from 2,456
speakers, covering various topics and domains [21]. It is de-
rived from the LibriSpeech dataset [22], a collection of audio-
books from LibriVox [23] and Project Gutenberg [24]. The av-
erage inter-sentence pause length is 370ms. We use 1 second
for long pauses, which is the 90th percentile. We deviate from
the 99.5th percentile used for other datasets as this leads to pro-
hibitively artificial results due to outliers. Utterance pairs with
0ms pauses are filtered as they likely indicate boundary align-
ment errors (i.e. sentences might be split halfway through, due
to tokenization errors). Lastly, only speech samples that are less
than 30 seconds long overall are kept to keep the rate of inter-
sentence pauses high relative to the rest of the speech.

3.2.2. CALLHOME American English Speech

The CALLHOME American English Speech dataset contains
120 spontaneous telephone conversations between native speak-
ers of English, recorded by the Linguistic Data Consortium
[25]. The conversations cover a variety of topics, from fam-

ily and friends to hobbies and travel. For average and long
pauses, we use 700ms (close to the dataset average of 680ms)
and 2,500 ms (the 99.5th percentile pause) respectively. Be-
cause the phone conversations are noisy, naively expanding the
ground truth pause segments to the desired length results in
samples with audible cuts. To mitigate this, we expand the
pause segment with randomly selected sub-segments to reach
the desired pause length. We account for outliers by excluding
sentences with pauses that are greater than 1.5 times the inter-
quartile range of all pauses in the source dataset.

3.2.3. News Data

This proprietary dataset consists of 1044 news articles (20082
sentences, 9680 paragraphs, 19 sentences per article on aver-
age), read by 8 speakers in an informative news style. We
focus on the beginning of each article, containing the title,
subtitle/author, and first sentence, as this is where most inter-
sentence pause variation is. For average pauses, we use 200ms,
near the dataset average of 190ms. For long pauses, we use
700ms, the 99.5th percentile pause length. This dataset also
contains up to 200ms of silence aligned to either side of the
inter-sentence pause silence, which is stripped in both the
ground truth and experimental conditions. As this dataset is
smaller than LibriTTS, we do not apply the same filtering: we
keep 0ms pauses unchanged with no manipulation, and utter-
ances over 30 seconds are not filtered.

3.3. Ratings

As described above, each sample contains 3 to 5 sentences, i.e.,
2 to 4 inter-sentence pauses. In the LibriTTS and News Data
conditions, 200 samples are each rated by 5 raters, with each
rater rating a maximum of 10 samples. In the CALLHOME
condition, 100 samples are each rated by 10 raters, again with
each rater rating a maximum of 10 samples. An average of
109.25 raters participate in each condition (a minimum of 105
and a maximum of 115). Each rater only rates one condition
per dataset and are asked only to participate if they are using
headphones in a quiet environment.

4. Results and Analysis
The results of our experiments are shown in Table 2.

4.1. Results

As can be observed from Table 2, the preference ratings for
ground truth versus each condition of manipulated pause are
close to chance (i.e. 50%) in most cases, suggesting that lis-
teners generally did not exhibit a strong preference between the
audio samples that we present to them.

Interestingly, changing all inter-sentence pauses to short
pauses, at the very low end of the pause distribution, does not
have a significant impact on how raters rate the speech com-
pared to the original pauses, while providing long pauses con-



Table 2: Results of side by side preference tests comparing ground truth pauses vs manipulated pauses across datasets. Values are
the percent of ratings expressing a preference for ground truth pauses with 99% confidence intervals. Bold indicates significance of a
binomial test with the null hypothesis that preference = 50% at a p-value of 0.01.

Dataset vs. Short (%) vs. Average (%) vs. Long (%) vs. Inverse (%)

LibriTTS 53.3 ± 4.09 48.9 ± 4.12 54.5 ± 4.08 55.5 ± 4.06
News Data 51.7 ± 4.10 47.9 ± 4.12 56.6 ± 4.05 54.2 ± 4.08

CALLHOME 50.6 ± 4.11 53.7 ± 4.09 74.7 ± 3.47 54.8 ± 4.07

sistently does. This is surprising, as one would expect that hav-
ing only short pauses (i.e. virtually not stopping at all between
sentences) would be perceived of as a big and noticeable differ-
ence. One potential reason might be that the difference in length
between the short and average pauses is less than the difference
between the average and the long pause. This is in line with the
observation that the results for the long pauses in CALLHOME
are the most outspoken, which might be explained by the dif-
ference between average and long pause length being by far the
biggest for this dataset.

The inverse condition — where pauses above average
length are swapped for short ones, and pauses with a length be-
low the average are swapped for long ones — is designed to be
the most disruptive setting, and indeed, we observe that all ex-
periments are statistically significant. Surprisingly, the outlier
effect in the CALLHOME case is not repeated this time. There
are few possible explanations for this finding. The results for
the short and long conditions suggest that long pauses are dis-
liked and short pauses are tolerated regardless of context, so it
may be that replacing a longer-than-average pause with a short
pause is preferable to replacing it with an even longer pause.
It may also simply be that a mix of pause lengths is preferred
when some pauses are very long.

In short, in our experiments, we only observe statistically
significant results if the lengths are very far from the mean (in
the long pause setting) or are the opposite of what is natural (in
the inverse setting).

4.2. Long-form Evaluation

Our results point to issues in the evaluation of long-form syn-
thetic speech more generally. While it would be possible to find
cases in which blanket average pauses sound less natural than
ground truth pauses, these cases are rare and, as such, have lit-
tle impact on the overall test score. As a result, we believe the
evaluation of some aspects of long-form speech suffer from a
sparsity problem, whereby evaluations on random samples of
test material are unlikely to uncover genuine issues. As an al-
ternative, practitioners could consider constructing test sets con-
sisting only of types of inputs that are known to be problematic
or to highlight differences between systems. A related issue is
the relative sparsity of ratings obtained in multi-sentence eval-
uations. If we only obtain one rating for every five sentences,
we need to get five times as much content rated to achieve the
same statistical power as a sentence-level evaluation. Future
work could investigate setups in which listeners are presented
with longer samples (thereby providing the context necessary
to give accurate ratings), but provide multiple data points per
sample (thus increasing statistical power).

Lastly, existing evaluation methods might not be sufficient
to detect issues real users would notice. In short clips of 3–5
sentences, distinguishing blanket pauses from the ground truth
may be challenging. However, this discrepancy might become

more apparent during longer listening sessions. Therefore, con-
cerns around ecological validity could be more pronounced in
long-form contexts. Further research into user-focused evalua-
tion paradigms [26] could help alleviate this issue.

4.3. Weber’s Law

Our results can be further analyzed through the lens of Weber’s
law [27] which states that the just noticeable difference (JND)
between two stimuli is a constant proportion of their magnitude,
the Weber fraction. Applied to inter-sentence pause lengths,
if Weber’s law holds with a fraction of 0.2, then for a 500ms
pause, a pause would need to change by at least 100ms (0.2 *
500ms) to be consciously detected. Our results indicate that a
Weber fraction likely exists for pause perception, but may dif-
fer across speech contexts. For example, the Weber Fraction
for conversational speech pauses may be different from the one
for audiobooks. This could explain why only very long pauses
lead to raters indicating a difference for CALLHOME dataset.
Understanding Weber Fractions would allow more accurate ap-
plication of perceptual models to predict when pause variations
will be noticeable (see, e.g. [28]). Our results indicate that the
fractions may be higher than traditionally assumed.

5. Conclusion
In this work, we investigate sensitivity if listening tests to inter-
sentence pause variations in diverse speech datasets. We find
that raters do not perceive quality differences between ground
truth and manipulated pauses unless pauses deviate consider-
ably from the dataset norm.

We believe these results have the following implications for
future work on long-form speech synthesis: (1) Inter-sentence
pauses alone may not significantly impact overall long-form
prosody quality, compared to other factors like intonation and
rhythm. (2) Carefully designed test sets and evaluation meth-
ods may be needed to properly assess pause modeling, since
inappropriate pauses are sparse in natural speech. Standard ran-
dom test samples are unlikely to contain enough cases to show
differences. (3) If optimizing inter-sentence pausing, evaluation
should consider real usage contexts and listening environments
to determine if quality gains are noticeable to end users.

Overall, this work highlights the difficulty of evaluating
the effects of subtle temporal aspects of speech such as paus-
ing. Future work should explore more targeted and comprehen-
sive evaluation strategies to better understand the role of inter-
sentence pauses in improving long-form speech synthesis.
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